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Improving GNSS meteorology by fusing
measurements of several co-located receivers

on the observation level
Rui Wang, Grzegorz Marut, Tomasz Hadaś and Thomas Hobiger

Abstract—Zenith Wet Delay (ZWD) estimation is a key
component for the Global Navigation Satellite System (GNSS)
meteorology. At present, the Zenith Hydrostatic Delay (ZHD)
can be computed with sufficient accuracy by means of empirical
models, while the ZWD, which is induced by water vapor with the
nature of highly spatio-temporal variability, is typically estimated
as an unknown parameter in Precise Point Positioning (PPP).
Due to GNSS receiver noise and the system biases of GNSS
receivers, the accuracy as well as the precision of ZWD estimates
is limited. In this study, we propose a novel fusion model based on
undifferenced GNSS pseudorange and carrier-phase observations
for sites, which have several receivers connected to a single
antenna or which are separated horizontally by only a few meters.
By fusing GNSS measurements collected by multiple receivers
on the observation level, our model can provide common ZWD
estimates with a high temporal resolution which can then be used
for more accurate and reliable meteorologic applications on a
local scale. According to results with simulated and real data, it
is revealed that such combined ZWD estimates are superior to
single receiver estimates in terms of precision and accuracy. On
the other hand, it is confirmed that the estimation of a common
ZWD parameter leads to an improvement in positioning accuracy
and precision, especially in the vertical component.

Index Terms—Tropospheric delay, Zenith Wet Delay (ZWD),
fusion, Precise Point Positioning (PPP), Extended Kalman Filter
(EKF).

I. INTRODUCTION

TROPOSPHERIC delays occur when Global Navigation
Satellite System (GNSS) signals are travelling from the

satellite antenna to the receiver’s antenna. A GNSS slant
total delay (STD) is caused by the refractive effect of the
neutral atmosphere, and consists of two components: the Slant
Hydrostatic Delay (SHD) and the Slant Wet Delay (SWD) [1].
Considering that water vapor and the dry gases are contributing
as separate components along the propagation path [2], SHD
and SWD can be transferred into the zenith direction by
using hydrostatic and wet mapping functions, which allow to
represent delay in the form of the Zenith Hydrostatic Delay
(ZHD) and the Zenith Wet Delay (ZWD), respectively [3], [4].
The ZHD accounts for approximately 90% of the Zenith Total
Delay (ZTD) [5], ranging from 2.0 to 2.3 m at sea level [6],
and can be well modeled from surface meteorological data.
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Despite that the ZWD contributes only about 10% to the ZTD,
it depends on the water vapor content in the atmosphere, and
thus changes rapidly in both spatial and temporal domains. In
such case, the ZWD is commonly estimated as an unknown
parameter in GNSS data processing [7].

Since the ZWD is nearly proportional to the Precipitable
Water Vapor (PWV) above receiver sites [8]–[10], the ZWD
estimates have a great potential to be exploited for meteoro-
logical applications. The possibilities of using ZWD derived
from GNSS for remote sensing of atmospheric water vapor and
studies of climate change have been discussed for example by
Bevis et al. [10], [11]. Compared to traditional meteorological
sensors for atmospheric water vapor measurement like the
radiosonde and the Microwave Radiometer (MWR), GNSS
can operate in all-weather conditions as well as provide a good
spatial and temporal coverage [12], [13]. Various studies have
demonstrated that GNSS observations can provide accurate
estimates comparable to the measurements of traditional PWV
sensors in both post-processing and Near Real-Time (NRT)
modes [14]–[16]. The positive impact of assimilating GNSS-
derived ZWD in Numerical Weather Prediction (NWP) models
has also been investigated during many regional and national
projects [16], [17]. Among those projects, a notable example
is the EUMETNET EIG GNSS water vapour programme
(E-GVAP, http://egvap.dmi.dk/). It was established to further
outcomes of the EU COST Action 716, which is a European
research project for operational meteorology [13]. In addition,
the E-GVAP network data from more than 3500 GNSS sites
are processed in NRT to provide GNSS delay and water vapour
estimates for use in weather forecasting [18], [19].

In general, GNSS ZTD/PWV estimation is performed either
by the network approach using double-differenced observa-
tions [14], [16], [20], [21] or the Precise Point Positioning
(PPP) [22] approach using undifferenced observations [16],
[21], [23]. The advantage of the network approach is that it
can effectively cancel out the clock errors and partial orbit
errors in the double-differencing process, nevertheless it can
be time-consuming, especially in the case of processing GNSS
data from a large number of stations [13], [24]. Compared to
that, PPP enables the independent and flexible data processing
with a single receiver [25]. Furthermore, owing to the devel-
opment of the International GNSS Service (IGS) Real-Time
Service (RTS, http://www.igs.org/rts/), PPP with unlimited
coverage can be widely utilized in nowcasting meteorolog-
ical applications [7]. Our work exploits the PPP approach
to GNSS meteorology using undifferenced and uncombined
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observations. Differing from the traditional ionosphere-free
combination model, the uncombined PPP model preserves all
the information in the observation equations, and hence has
the advantage of being able to extract ionospheric delays and
easily extended to any number of frequencies [26]–[28].

Though the ZWD is less accurately predictable due to its
highly variability, it is unlikely to change significantly over
a short period of 10 minutes or less [10]. In a limited or
small region, the ZWD is even prone to be stable due to the
relatively homogeneous water vapor content in the atmosphere
[29]–[31]. Based on these properties of ZWD, it can be
modeled as a random walk process and estimated in Kalman
filtering by means of GNSS observations. However, it is
inevitable that the pseudorange and carrier-phase observations
are always contaminated by some level of receiver noise, since
this noise is either generated by receiver electronics itself or
caused by the connected antenna [32]. Besides, obstruction
of tracking signals, large environment noise and interference
signals may occur frequently, then lead to differing data quality
and discontinuities of GNSS measurements even received by
devices from the same manufacturer. As a result of the above
facts, the accuracy as well as the precision of ZWD estimates
is limited to some extent.

Considering the spatial resolution of atmospheric monitor-
ing and the financial constraint of GNSS station construction,
low-cost GNSS meteorology is necessary. Previous research
[33] has demonstrated the feasibility and reliability of low-cost
multi-GNSS receivers for meteorological applications. On the
basis of that, this study is mainly concerned with multiple low-
cost receiver sites, which are connected to a single antenna or
are co-located over a horizontal distance of only a few meters
separation. In order to provide a more precise and accurate
common ZWD for these multi-receiver sites on a local scale
and simultaneously estimate receiver coordinates, we propose
a novel model by fusing GNSS measurements on the observa-
tion level. This fusion model utilizes the increased redundancy
of raw observations from multiple sites to derive the combined
ZWD estimates, which agree better with physical properties
of the local wet refractivity field. In the following sections,
we will first introduce the models involved in tropospheric
estimation and the principle of the proposed model. Then a
series of experiments are conducted to investigate the perfor-
mance of the fusion model. The effectiveness and reliability
of this approach are demonstrated by experimental analysis
and results with respect to simulation and real data. In the last
section, the conclusion and final remarks are given.

II. METHOD

A. Tropospheric delay models

The microwave signals experience propagation delays when
passing through the neutral atmosphere (primarly the tropo-
sphere). This path delay is a major error source in the data
analysis of the space geodetic techniques, like GNSS, Very
Long Baseline Interferometry (VLBI) and Doppler orbitog-
raphy and radiopositioning integrated by satellite (DORIS)
[34]. Based on the assumption of the neutral atmosphere’s
azimuthal symmetry around the station, the troposphere path

delay ∆L(e) at the elevation angle e is commonly represented
in the form of [35]

∆L(e) = ZHD ·mf h(e) + ZWD ·mf w(e), (1)

where the tropospheric delay modeling consists of two terms:
the hydrostatic and the wet delay, referred to as ZHD and
ZWD respectively. Each term is described as the product of
the zenith delay and an elevation-dependent mapping function
mf (e).

According to the continued fraction form proposed by
Marini (1972) [36] and normalized by Herring (1992) [37]
for mapping the ZTD to the elevation of each observation, a
variety of modern mapping functions exist. As one of most
popular mapping functions in GNSS applications, the Vienna
Mapping Functions 1 (VMF1, [38]) has been applied in this
work. To provide the hydrostatic and wet VMF1 coefficients
(ah and aw), the Global Pressure and Temperature 2 wet
(GPT2w, [39]) is commonly utilized. It should be noted that
when using the gridded VMF1, like VMF1 combined with
GPT2w on a grid of 1◦×1◦, which is concerned in this study,
the height correction of Niell (1996) [40] has to be additionally
applied to the hydrostatic mapping function mf h(e).

Alongside with being fully consistent with the coefficients
ah and aw required for the computation of VMF1, GPT2w
contains also a set of climatological parameters, such like the
pressure p in hPa, that can be used as an input parameter
together with the geographic latitude φ and ellipsoidal height
hell of the site to calculate the ZHD by means of the Saasta-
moinen (1972) [41] model as refined by Davis et al. (1985)
[35] as follows

ZHD=0.0022768· p

1−0.00266·cos(2φ)−0.28·10−6 ·hell
.

(2)
Whereas the ZWD is estimated as an unknown parameter in
the Extended Kalman Filter (EKF) procedure (see the next
subsection).

B. Uncombined PPP model and fusion model

In the uncombined PPP functional model, raw pseudorange
(P ) and carrier-phase (L) observations

P s
r,j = ρsr + dtr − dts +mfs

r · ZWD

+ γj · Isr +Br,j −Bs
j + εsr,j

(3)

Ls
r,j = ρsr + dtr − dts +mfs

r · ZWD

− γj · Isr + λj ·
(
Ns

r,j + br,j − bsj
)
+ ξsr,j

(4)

are used, where indices s, r identify the GNSS satellite and
receiver; the subscript j refers to a given frequency band;
ρsr denotes the geometric distance between the satellite and
receiver antenna phase centers, and with necessary corrections
including slant hydrostatic delay, Sagnac effect, relativistic ef-
fects, tidal effects and phase wind-up (only for carrier-phases),
which are assumed to be precisely modeled in advance; dtr
and dts are the receiver and satellite clock offsets, respectively;
mfs

r is the wet mapping function (i.e., wet VMF1 mapping
function mf w in this study); Isr is the slant ionospheric delay
on the frequency f1; γj = f2

1 /f
2
j is a frequency-dependent

ionospheric scaling factor; λj and Nr,j are the carrier-phase
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wavelength and ambiguity on the frequency band j; Br,j and
Bs

j denote the frequency-dependent uncalibrated code delay
referring to receiver r and satellite s, respectively; br,j and
bsj stand the frequency-dependent receiver and satellite uncali-
brated phase delays; εsr,j and ξsr,j are the sum of measurement
noises and other unmodeled errors like multipath effects for
pseudorange and carrier-phase observations.

After applying precise satellite orbit and clock products
provided by the International GNSS Service (IGS) and reduc-
ing the effects of hydrostatic troposphere delay, the reduced
observation equations in dual-frequency PPP can be written as
follows [28], [42]

P s
r,1= ρ̄sr+dt̄r+mfs

r ·ZWD+γ1 ·Īsr+εsr,1

P s
r,2= ρ̄sr+dt̄r+mfs

r ·ZWD+γ2 ·Īsr+εsr,2

Ls
r,1= ρ̄sr+dt̄r+mfs

r ·ZWD−γ1 ·Īsr+λ1 ·N̄s
r,1+ξsr,1

Ls
r,2= ρ̄sr+dt̄r+mfs

r ·ZWD−γ2 ·Īsr+λ2 ·N̄s
r,2+ξsr,2

(5)

with 

dt̄r = dtr−dr,IF

Īsr = Isr−β12 ·(DCBr,12−DCBs
12)

N̄s
r,1= Ns

r,1 + br,1−bs1+(dr,IF−dsIF)/λ1

− γ1 ·β12 ·(DCBr,12−DCBs
12)/λ1

N̄s
r,2= Ns

r,2 + br,2−bs2+(dr,IF−dsIF)/λ2

− γ2 ·β12 ·(DCBr,12−DCBs
12)/λ2

(6)


α12=f2

1 /
(
f2
1 −f2

2

)
, β12=1−α12=−f2

2 /
(
f2
1 −f2

2

)
dr,IF=α12 ·Br,1+β12 ·Br,2, d

s
IF=α12 ·Bs

1+β12 ·Bs
2

DCBr,12=Br,1−Br,2, DCBs
12=Bs

1−Bs
2

(7)

therein ρ̄sr denotes the geometric distance in the use of
IGS precision products to fix the satellite orbit and clock
offset; dr,IF and dsIF are the ionosphere-free (IF) pseudor-
ange hardware delay at the receiver r and the satellite s,
respectively; DCBr,12 and DCBs

12 represent the receiver and
satellite differential code bias (DCB) between pseudorange
P s
r,1 and P s

r,2. In the standard dual-frequency PPP model,
hardware biases are normally not estimated. According to
equation (6), hardware delay biases from pseudoranges can be
absorbed by both receiver clock offset and slant ionospheric
delay parameters, while ambiguity parameters absorb receiver
and satellite hardware delays from both pseudorange and
carrier-phase observations, thus losing the integer property
[27]. Hence, parameters to be estimated include receiver
position coordinates (x, y, z)T , the receiver clock parameter
dt̄r, the ZWD, slant ionospheric delays Īsr as well as float
carrier-phase ambiguities on both frequency bands N̄s

r,1 and
N̄s

r,2. In addition, to process the GNSS data from multi-
constellations, the inter-system bias (ISB) is introduced, that
takes not only the receiver-dependent IF pseudorange hardware
delay differences between different GNSS constellations (e.g.,
GPS and Galieo), i.e., (dr,IF)GPS−(dr,IF)

Galileo into account,
but also the receiver-independent time differences generated by

different clock datum constraints from external GNSS satellite
clock products [43]. Therefore, the estimation of ISBs is more
preferable than the individual estimation of receiver clock
offsets for each satellite system.

This study is based on the dual-frequency PPP for which
parameter are estimated by the help of an EKF, in which the
state vector xk at epoch k can be expressed as

xk=

[
x, y, z︸ ︷︷ ︸ dt̄r, ISB

s
r︸ ︷︷ ︸ ZWD Īsr︸︷︷︸ N̄s

r,1, N̄
s
r,2︸ ︷︷ ︸

pos clk ion amb

]T

. (8)

Due to the temporal behavior, all the estimated parameters
are commonly assumed as random-walk processes, the discrete
formulation of the state vector is then given by

xk = Φk|k−1xk−1 + uk, (9)

where Φk|k−1 denotes the state transition matrix, which is set
to an identity matrix in the random walk model; uk is the
random error vector including Gaussian white noises of all
estimated states as follows

uk = [upos, uclk, uZWD, uion, uamb]
T (10)

E
{
uku

T
n

}
=

{
Qk, n = k

0, n ̸= k

with Qk = diag
(
σ2
pos, σ

2
clk, σ

2
ZWD, σ

2
ion, σ

2
amb

)
·∆t

(11)

where E {·} denotes the expectation operation; Qk represents
the process noise Variance-Covariance (VC) matrix, which is
defined by the noise spectral density σ2 of all states. In this
work, the spectral density value for the ZWD parameter is
empirically set to (4mm/

√
h)2/s [7]. The stochastic models

in Kalman filtering are built under the assumption that either
the process noise or the measurement noise follows a zero-
mean Gaussian distribution, and both noises are mutually
uncorrelated. On basis of this, the EKF is processed by a
“predict-update” loop, its formulation is summarized as [44]

Prediction:
x̂k|k−1 = Φk|k−1x̂k−1|k−1 (12)

P k|k−1 = Φk|k−1P k−1|k−1Φ
T
k|k−1 +Qk (13)

Updating:

Kk = P k|k−1H
T
k

[
HkP k|k−1H

T
k +Rk

]−1

(14)

x̂k|k = x̂k|k−1 +Kk

(
zk −Hkx̂k|k−1

)
(15)

P k|k = (I −KkHk)P k|k−1 (16)

where the superscript k indicates the k-th epoch; x̂k|k−1 and
P k|k−1 denote the predicted state vector and its VC matrix;
x̂k|k is the updated state vector, P k|k is its corresponding
VC matrix; Kk represents the Kalman gain; zk is the mea-
surement vector; Hk denotes the design matrix describing the
correlation between measurements and the states; Rk is the
measurement noise VC matrix, which is a diagonal matrix
as well as Qk. Accouting that low-elevation observations are
more prone to effects of GNSS signal refraction and reflection,
the elevation-dependent weighting of observations is gener-
ally applied to improve the estimation accuracy. Herein, the
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stochastic model of undifferenced observations is defined as a
sine function

σ2
obs =

a2

sin2(e)
, (17)

where σ2
obs is the variance of the measurement noise; e is the

satellite elevation angle; a is the empirical coefficient referring
to the C/A code and P(Y) code pseudorange and carrier-phase
measurement, which is chosen as 0.9 m, 0.3 m and (0.01/9)
m, respectively, as the noise of pseudorange measurements
is approximately 100 times greater than that of carrier-phase
measurements. In addition, the elevation cut-off angle is set to
5◦ in all conducted experiments.

It should be noted that unlike the well-deterministic state-
space function model, the stochastic model is usually approx-
imated due to the lack of complete knowledge about noise
characteristics and the numerical computation strategy [45].
The estimation procedure in this work is constructed with the
assumption of white Gaussian noises for the optimal Kalman
filter without considering any time-correlation. However, col-
ored and correlated system noises are likely to be present in
practice, which requires a more realistic stochastic model and
thus are subject further study.

The proposed fusion model aims to estimate one common
ZWD parameter with less noise for multiple receiver sites
mounted in a limited or small region, its state vector xk for
several receiver sites with the number of i is defined as follows

xk=

[
ZWD

x1, y1, z1︸ ︷︷ ︸ dt̄r1 , ISB
s
r1︸ ︷︷ ︸ Īsr1︸︷︷︸ N̄s

r1,1, N̄
s
r1,2︸ ︷︷ ︸

pos1 clk1 ion1 amb1

· · ·
xi, yi, zi︸ ︷︷ ︸ dt̄ri , ISB

s
ri︸ ︷︷ ︸ Īsri︸︷︷︸ N̄s

ri,1, N̄
s
ri,2︸ ︷︷ ︸

posi clki ioni ambi

]T

.

(18)

The corresponding state VC matrix P k contains the correla-
tion among all the estimated parameters, its diagonal entries
reveal the estimation precision of Kalman filtering. Figure 1
illustrates the EKF procedure either for the undifferenced PPP
model or for the proposed fusion model.

Fig. 1: Overview of the EKF process

III. EXPERIMENTS

A. GNSS data and processing strategy
To evaluate the performance of the fusion model, simulated

and realistic experiments are conducted. In the following ex-
perimental results and analysis, GPS and Galileo pseudorange

and carrier-phase measurements on frequencies L1, L2, E1 and
E5b are processed with data intervals of 30 seconds in three
scenarios:

Scenario 1: Software-in-the-loop (SIL) simulation with
a commercial GNSS simulator, hereafter this scenario is
referred to as simulation-virtual mode
Scenario 2: Hardware-in-the-loop (HIL) simulation with
a commercial GNSS simulator, hereafter this scenario is
referred to as simulation-hardware mode
Scenario 3: Data from a field campaign - hereafter
referred to as low-cost demonstration test

(a)

(b)

Fig. 2: Experimental setup. (a) Locations of nine “BX”-sites
with the height difference. (b) Concept of the connection
between the GNSS receiver and antenna, as well as the antenna
type.

The real data applied in the low-cost demonstration test was
collected for nine sites from 5 to 17 July 2022, with a sampling
rate of 30 seconds. These nine sites are located on the roof
of the Institute of Geodesy and Geoinformatics (IGG) at the
Wrocław University of Environmental and Life Sciences in
Poland, and equipped with multiple u-blox ZED-F9P receivers
connected to rooftop GNSS antennas on a platform. As shown
in figure 2, each low-cost receiver is connected to either a
single antenna or antennas which are separated horizontally by
only a few meters. The field setup is based on short baselines
and with height differences of less than 12 mm, which are
derived from reference coordinates determined by means of
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GNSS, leveling and tachymetry. In the observation model,
the satellite antenna corrections have been considered using
the Antenna Exchange format (ANTEX) file igsR3 2077.atx,
however, Phase Center Offsets (PCOs) and Phase Center
Variations (PCVs) of most applied receiver antennas cannot be
corrected due to unavailable calibration information for low-
cost antennas like the u-blox ANN-MB antenna, the Taoglas
MagmaX2 antenna, etc. Such uncorrected PCO/PCVs will
bias the estimated position, especially in the height, as well
as tropospheric estimates to some extent. Therefore, we also
performed relevant simulations to better analyze the accuracy
in position and ZTD estimation.

The simulation tests (scenarios 1 and 2) are conducted by
using our Spirent GNSS simulator, which is able to generate
pseudorange and carrier-phase observations based on the user-
defined station coordinates and observation time. In addition,
the generated GNSS signals can be transmitted to an external
GNSS receiver on demand. Accounting for the effect of
receiver noises, we perform the simulation with two modes:
virtual mode and hardware mode, representing the applica-
tion of GNSS simulator without and with the connection to
the u-blox ZED-F9P receiver, respectively. In both modes,
atmospheric effects are not simulated, that is, the reference
ZWD or ZTD is exactly zero. This allows us to evaluate
precision and accuracy of the estimates, which is usually not
possible since no absolute ground-truth is available for judging
the accuracy of meteorologic parameters. Besides, to preserve
the actual noise characteristics of the GNSS observations in
the virtual mode, we artificially introduce normally distributed
noises with zero-mean and standard deviation of 50 cm and 5
mm to pseudoranges and carrier-phases, respectively. During
the simulation, the virtual mode with nine virtual receivers
corresponds to the experiment in practice, its observation
period keeps the same as the real data, and the reference
coordinates illustrated in figure 2 are provided as inputs to
the GNSS Simulator. Differing from that, the hardware mode
is performed at one common static site for 48 hours by using
the same u-blox ZED-F9P receiver, and the simulated data
with the same period is repeatedly received for nine times.

To evaluate the accuracy of tropospheric estimates, two data
sources are used as a reference, i.e., the NRT ZTD estimate,
and the microwave radiometer, both at 15-minute intervals.
The NRT ZTD product for the WROC station is provided by
IGG for the E-GVAP programme with an estimated uncer-
tainty of 0.7 to 2.8 mm. The RPG-HATPRO-G5 (Humidity
And Temperature PROfiler, single-polarization) microwave
radiometer is co-located with the WROC station. The standard
deviation of ZTD differences between the radiometer ZTD
and the radiosonde ZTD is 7.4 mm [46]. Based on undif-
ferenced GNSS measurements from simulated and realistic
experiments, the uncombined PPP model and fusion model
are separately performed for each dataset. In the evaluation
of the ZTD error, statistical results including the standard
deviation (STD), mean absolute error (MAE) and root-mean-
square (RMS) error are provided. Besides, we utilize the
software “Stable32” [47] to compute the overlapping Allan
deviation (ADEV) of ZTD estimates, so that the corresponding
noise level can be investigated. In this study, we focus only

on the solution after the Kalman filter converges, i.e., after 6
hours for all datasets, the convergence time is not concerned
and discussed.

B. Datasets assessment

1) ZWD precision and accuracy: We first evaluate the
ZWD estimation in the fusion model compared to the PPP
model, as displayed in figure 3. For either mode, the blue
combined ZWD from the fusion model exhibit less jumps with
respect to ZWD estimates in the PPP model represented by
other colours. In both simulations, the estimated ZWD varies
by no more than 10 mm, which is close to the near-zero
reference value. Since the simulation-virtual mode without the
connection to the low-cost receiver, ZWD estimates from both
models show more homogenous and are better to agree with
the white noise feature. The right panel of figure 3 illustrates
the formal error of the ZWD estimation, which is derived from
the state VC matrix and indicates the precision of Kalman
filtering. In comparison to PPP results, which have mean
values ranging from 0.73 to 0.80 mm, the formal error in ZWD
estimation based on the fusion approach can always reach the
lowest with the mean value of 0.35 mm, 0.37 mm and 0.35
mm for three scenarios, respectively.

TABLE I: Statistics analysis of the ZTD error with the
simulated dataset

simulation-virtual mode

Virtual sites STD [mm] MAE [mm] RMS [mm]

BX01 1.58 1.24 1.58
BX02 1.51 1.19 1.51
BX03 1.58 1.23 1.58
BX04 1.56 1.21 1.56
BX05 1.59 1.25 1.60
BX06 1.59 1.24 1.59
BX07 1.59 1.25 1.60
BX08 1.59 1.24 1.59
BX09 1.55 1.21 1.55

Fusion 1.10 0.85 1.10

simulation-hardware mode

Virtual sites STD [mm] MAE [mm] RMS [mm]

REC1 0.45 0.35 0.45
REC2 0.43 0.34 0.43
REC3 0.44 0.35 0.46
REC4 0.54 0.36 0.54
REC5 0.45 0.38 0.48
REC6 0.42 0.32 0.42
REC7 0.53 0.41 0.57
REC8 0.41 0.33 0.41
REC9 0.42 0.33 0.43

Fusion 0.29 0.23 0.30

To quantitatively analyze the ZTD accuracy, which enable
to reflect the accuracy in ZWD estimation, we compute the
STD, MAE and RMS of differences between ZTD estimates
and their reference values using all three datasets, as listed
in Table I and II. In the simulation, the corresponding STD,
MAE and RMS of ZTD errors are consistent with those of
ZWD errors as the atmospheric effect is not simulated. When
estimating ZTD time series in practice, the reference source
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Fig. 3: ZWD estimates and their formal errors from the simulation-virtual mode (top panel), the simulation-hardware mode
(middle panel) and the low-cost demonstration test (bottom panel). Left plots depict the estimated ZWD states, whereas the
right plots show the corresponding formal error of the filter state.

TABLE II: Statistics analysis of the ZTD error with the real
dataset

low-cost demonstration test

Realistic sites STD [mm] MAE [mm] RMS [mm]
Radiometer NRT Radiometer NRT Radiometer NRT

BX01 10.13 8.39 6.70 6.76 10.18 8.97
BX02 9.19 7.28 6.47 5.84 10.15 7.57
BX03 9.20 7.49 5.57 5.88 9.24 7.62
BX04 9.40 7.53 5.93 5.80 9.47 7.61
BX05 9.17 7.17 6.00 5.52 9.59 7.19
BX06 10.06 8.66 6.97 7.15 10.10 9.21
BX07 10.33 9.00 7.06 7.37 10.40 9.66
BX08 12.54 10.72 10.06 10.28 13.36 12.73
BX09 14.13 12.16 12.16 12.49 15.95 15.52

Fusion 9.05 6.97 5.56 5.67 9.05 7.43

data with the time interval of 15 minutes come from the
NRT ZTD values and the radiometer. Either for whichever
dataset or mode with/without the connection to the low-cost
receiver, or these multiple sites are separately located in a
limited region, or they are colocated, the STDs of ZTD errors
in the fusion model have the lowest value compared to ones

in the PPP model. In addition, apart from the case using the
real data that BX05’s MAE and RMS with respect to the
reference ZTD from the radiometer are lower in the PPP model
than in the fusion model, other MAEs and RMSs of ZTD
errors derived from the combined ZWD are superior to single
receiver estimates for each station. The reason for that could
be the geodetic-grade Leica AS10 GNSS antenna mounted
at the receiver site BX05 is the only one with the available
PCO/PCV calibration information, and the related corrections
are applied in the data-processing. In such case, the combined
ZWD by fusing GNSS measurements based on the observation
level may be degraded to some extent due to the most receiver
antennas, which lack phase center corrections. Despite this, the
fusion model has a more reliable and accurate performance for
the tropospheric estimation, especially for four receiver sites
BX06, BX07, BX08 and BX09 using low-cost patch antennas,
where the RMS of ZTD errors based on the fusion approach
can be reduced by the range of 1 to 7 mm and 2 to 8 mm with
respect to radiometer values and NRT ZTDs, respectively. The
improvement for the STD of differences between the estimated
ZTD and reference radiometer data as well as NRT ZTDs can
range from 1 to 5 mm, from 2 to 6 mm, respectively; for the
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(a) (b) (c)

Fig. 4: Probability distribution histogram of ZTD estimates. (a) simulation-virtual mode. (b) simulation-hardware mode. (c)
low-cost demonstration test.

MAE of those from 1 to 7 mm and 2 to 7 mm.

Figure 4 depicts the probability distribution histogram of
ZTD time series. In the typical application, the ZWD pa-
rameter is estimated as a random walk process. If there are
no unmodeled error or all the noise involved is white, the
tropospheric estimation either for ZWD or ZTD is expected
to follow a Gaussian distribution and with a similar proba-
bility distribution histogram as displayed in figure 4a. Due
to the low-cost receiver containing random noises for each
measurement at each simulation round, the estimated ZWDs in
the PPP model are different in the simulation-hardware mode,
even when using the same receiver at one common location.
This results in a change in the probability distribution of ZTD
estimates. Generally, the ZHD calculated by the Saastamoinen
model is less variable on small areas, the variation of ZTD
estimation is mainly influenced by the ZWD estimation due
to the rapid change of water vapor. Without any atmospheric
and multipath effects during the simulation, the ZTD from the
fusion model is more likely to be distributed at the near-zero
reference. Though there are many factors in practice, such
as signal refraction and reflection, that could interfere with
measurements and potentially create more noises which differ
from the white noise and are not appropriately modeled, the
probability distribution of ZTD estimates in the fusion model
is relatively more concentrated than those in the PPP model
for most sites, especially for BX08 and BX09. In general one
would expect, that systematic effects, like e.g. multi-path, are
affecting all receivers at the same level since they are placed
relatively close to each other or are even connected to the
same antenna. Thus, the major improvement from the fusion
approach is thought to emerge from the fact that white noise
processes are uncorrelated across different receivers and thus
lead to a significant reduction in random errors of the fused

ZWD estimates.

2) ZTD stability: The stability analysis of ZTD time
series is conducted using the overlapping ADEV, which is
a commonly used measure of frequency stability. Figure 5
depicts the sigma-tau diagram for each mode, which reflects
the dependence of stability on averaging time. It can be
determined that the longer the observation time, the more
random processes are averaged out, leading to a decrease in
variability and an improvement in stability. In both simulation
modes where ZTD and ZWD are not numerically different,
the fusion curves consistently show lower values compared to
the other curves of the PPP model as the averaging time τ
increases. This suggests that the fusion approach provides a
more stable and less noisy estimation of ZWD. The realistic
experiment depicted in figure 5c also demonstrates that the
fusion curve has relatively less noise and a steeper slope
compared to the other PPP curves, similar to the simulation
results. Additionally, it can be observed that the overlapping
ADEV of ZTD computed by means of the reference data
from the radiometer and NRT ZTDs have a different start-
ing point than the one based on GNSS measurements. This
difference arises from the fact that the radiometer and NRT
ZTDs have a 15-minute sampling rate (900 seconds), while
GNSS measurements have a sampling rate of 30 seconds.
Nevertheless, as more random processes are averaged, the
fusion curve gradually converges towards the reference curve
of NRT ZTDs, and both are more stable than the radiometer
curve.

3) Coordinate domain: To further assess the benefit of
the fusion approach in terms of positioning accuracy, we
concentrate solely on experiments conducted using simulated
data with known reference coordinates rather than the real
dataset, as most receiver sites lack the antenna phase center
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(a) (b)

(c)

Fig. 5: Overlapping ADEV of ZTD estimates. (a) simulation-virtual mode for 13 days. (b) simulation-hardware mode for 48
h. (c) low-cost demonstration test for 13 days with respect to reference values from the radiometer and NRT ZTDs.

correction, resulting in a compromised position estimation.
Figure 6 displays the RMS of the positioning error in east,
north, and up components after filter convergence for both
simulation modes. Overall, most horizontal components of the
two models exhibit minimal differences, with variations of
less than 0.05 mm, whereas the improvement in the upward
component is notable when applying the one common ZWD
to estimate the receiver coordinates for each sites in the fusion
model. The vertical accuracy can be increased by a maximum
of 48% and 47% for the mode with and without the connection
to the low-cost receiver, respectively. Compared to the PPP
model, RMS values of positional estimates, i.e., positioning
3D errors, can also achieve a significant improvement using
the fusion approach, as depicted in figure 7. While all nine
sites are able to enhance positioning accuracy with a maximal
improvement of 24% in the simulation-virtual mode based

on the fusion model, the site 3 which is connected to the
low-cost receiver experiences a degradation of 0.1 mm due
to a relatively large bias of approximately 0.2 mm in the
east component. Despite this, the fused solution can provide a
maximum 37% improvement in position estimation accuracy
for the other receivers.

IV. CONCLUSIONS

To enhance the precision and accuracy of ZWD estimates in
GNSS meteorology, this work presents a novel fusion model
to obtain a common ZWD for multiple receiver sites in a
dense GNSS antenna array on a limited scale. In tropospheric
modeling, the VMF1 combined with the GPT2w model is
applied to precisely characterize the spatial and temporal
variation of the atmosphere. The ZHD with less variability
is obtained by the Saastamoinen model, whereas the ZWD is
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(a)

(b)

Fig. 6: RMS values of position estimation errors in east,
north and up components. (a) simulation-virtual mode. (b)
simulation-hardware mode.

estimated together with other unknown parameters due to the
highly spatio-temporal change of water vapor. Therefore, the
variation of derived ZTD is mainly dependent on the ZWD
estimates.

According to ZWD time series and their formal error by
means of the simulated and real dataset, it is demonstrated that
these common ZWD estimates are superior to single receiver
estimates in terms of precision. Compared to single receiver

(a)

(b)

Fig. 7: 3D RMS errors in the positioning estimation. (a)
simulation-virtual mode. (b) simulation-hardware mode.

PPP results, the fusion results reveal a better accuracy with
the lowest statistic values in both simulation experiments. In
the practical experiment with 9 receivers, STD values for all
receiver sites are improved, and with a maximal improvement
of 36% and 43% with respect to the reference radiometer
data and NRT ZTDs, respectively, as well as RMS and MAE
values by using the radiometer as reference, which exhibit
a higher accuracy increased by a maximum of 43% and
54%, respectively. It should be noted that the antenna phase
center correction is not processed at most receiver sites due to
the lack of available calibration information, which is also a
limitation by using low-cost GNSS antennas, and consequently
compromises the estimation of position, especially for the
upward components, as well as the tropospheric estimation to
some extent. Despite this, the fusion approach can present a
notable improvement in RMS and MAE values of ZTD errors
with respect to reference NRT ZTDs for most receiver sites.
Besides, in analysis of the probability distribution of ZTD
estimates, it can be observed that ZTD estimates in fusion
model is more likely to be concentratively distributed than
those in the PPP model for most sites, which is consistent
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with the quantitative assessment of the ZTD accuracy.
In low-cost GNSS meteorology applications, tropospheric

estimation is prone to be limited especially due to the receiver
noise. To demonstrate the high stability and noise resistance of
these combined ZWD estimates by fusing data from multiple
low-cost receivers, the overlapping ADEV of ZTD estimates
is applied. Either in the simulated or realistic experiments,
the fusion curve has less noise than the other PPP curves. In
addition, as the observation time increases, the fusion curve
is more comparable to the reference curve of NRT ZTDs, and
both experience more significant stability than the radiometer
curve. Furthermore, the advantage of the fusion concept in
terms of positioning accuracy is confirmed by RMS errors of
positioning estimation in east, north and up components and of
the 3D positional estimates based on the simulated dataset. In
summary, the accuracy in the upward component is increased
by a maximum of 48% and 47%, resulting in the 3D RMS
error can also be improved by a maximum of 37% and 24%,
in the scenario with and without the connection to the low-cost
receiver, respectively. However, horizontal components cannot
benefit significantly from the combined ZWD. In this regard,
effective outlier detection and further research are required.

It can be concluded that the proposed fusion model outper-
forms the undifferentiated PPP model in terms of precision,
accuracy and noise level in tropospheric estimation. That
enables the application of low-cost GNSS receivers for GNSS
meteorology more accurate and reliable, making it possible
to extend the application of this fusion approach from the
local scale to regional and to benefit more GNSS positioning
activities. Moreover, the clear benefit for positioning appli-
cations, in particular for the vertical coordinate components,
motivates the fusion of two or more low-lost receivers which
are connected to the same antenna. Thus such a very affordable
set-up has the potential to compete with expensive geodetic-
grade receivers, while also being able to improve robustness,
availability and integrity. Therefore, more practical situations
should be addressed in the future.
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